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1 Introduction

Mammogram recognition is one of the most difficult
pattern recognition tasks. Several techniques have been
developed for mammogram recognition [12]. One of
the most prominent methods is based on application of
the Haar wavelets for feature extraction from mammo-
graphic images [9]. Recently Independent Component
Analysis (ICA) [5] has gained popularity as a promis-
ing method for discovering the statistically independent
variables (sources) for data, blind source separation, as
well as for feature extraction from images [11].

We have tried to explore the potential of ICA, com-
bined with the rough sets method, as one of the pro-
cessing steps in creating a hybrid method of classifier
design for cancer recognition based on mammograms.
For comparison, we have also studied the application of
classic Principal Component Analysis (PCA) combined
with rough sets method for extraction and selection of
mammographic image features as well as for classifica-
tion. For feature extraction, reduction, and selection as
well as for the classifier design for mammographic im-
ages, we have applied the following hybrid sequences
for processing operations:

1. Independent Component Analysis for feature ex-

traction, reduction, and pattern forming of mam-
mographic images.

2. Rough sets method for feature selection and data
reduction.

3. Rough set-based method for rule-based classifier
design.

A similar processing sequence has been applied using
Principal Component Analysis (PCA) for feature ex-
traction, feature reduction, and pattern forming of mam-
mographic images.

In addition, in all experiments we have tried, for
comparison study to design other classifiers, namely:
error-backpropagation and Learning Vector Quantiza-
tion (LVQ) neural networks.

2 An Application of Rough Sets
Theory to Feature Selection and
Rule-based Classification

The rough sets theory proposed by Professor Pawlak [6]
provides a mathematically rigorous data mining tech-
nique for knowledge discovery in databases and exper-
imental data sets. In rough sets, an information system
can be presented in the form of the decision table

DT =< U, C ∪D, V, f >, (1)

where U is the universe, a finite set ofN objects
{x1, x2, · · · , xN}, Q = C ∪ D is a finite set ofat-
tributes, C is a set ofcondition attributes,D is a set
of decisionattributes,V =

⋃
q∈C∪D Vq, where Vq

is the set ofdomain (value) of attribute q ∈ Q, f



: U × (C ∪ D) → V is a total decision function
(information function, decision rule inDT ) such that
f(x, q) ∈ Vq for everyq ∈ Q andx ∈ V .

For a given subset of attributesA ⊆ Q, theIND(A)
(denoted byÃ)

IND(A) = {(x, y) ∈ U : for alla ∈ A, f(x, a) = f(y, a)}
(2)

is anequivalence relationon universeU (called anin-
discernibility relation).

For a given decision tableS, a given subset of at-
tributesA ⊆ Q determines the approximation space
AS = (U, IND(A)) in S. For a givenA ⊆ Q and
X ⊆ U (a conceptX), theA-lower approximationAX
of setX in AS and theA-upper approximation̄AX of
setX in AS are defined as follows:

AX = {x ∈ U : [x]A ⊆ X} =
⋃
{Y ∈ A∗ : Y ⊆ X}

(3)
ĀX = {x ∈ U : [x]A∩X 6= ∅} =

⋃
{Y ∈ A∗ : Y ∩X 6= ∅}

(4)
One of the most essential notions of rough sets, related
to a decision table, is areduct. A reduct relates to a
subset of attributes from an information system, which
can discern all objects discernible by the original in-
formation system with all attributes. We have applied
the rough sets reduct in the technique for feature reduc-
tion/selection of mammographic images.

In addition, we have utilized rough sets as a method
for designing arule-based classifier. Let C∗ =
{X1, X2, · · · , Xr} be C-definable classification ofU ,
andD∗ = {Yi, Y2, · · · , Yl} be D-definable classifica-
tion of U . A classYi from a classificationD∗ can be
identified with the decisioni (i = 1, 2, · · · , l). Thenith

decision ruleis defined as follows:

DesC(Xi) =⇒ DesD(Yj) for Xi ∈ A∗ andYj ∈ D∗

(5)
And these decision rules are logically described as fol-
lows

if (a set of conditions),then(a set of decisions)

The set of decision rules for all classesYj ∈ D∗ is de-
noted as follows:

{τij} = {DesC(Xi) =⇒ DecD(Yj) :
Xi ∩ Yj 6= ∅ for Xi ∈ A∗, Yj ∈ D∗} (6)

The set of decision rules for all classesXi ∈ D∗, (i =
1, 2, · · · , r) generated by set of decision attributesD
(D-definable classes inS) is called thedecision algo-
rithm resulting from the information systemS.

2.1 Rough Sets for Feature Reduction /
Selection

One of possibilities for selecting features from feature
patterns is to apply rough sets theory [10]. Specifically,

defined in rough sets, computation of a reduct can be
used for selection of some of extracted features (consti-
tuting a reduct) [6,7,10,12] as reduced pattern attributes.
These attributes will describe all concepts in a training
data set. We have used the rough sets method to find
reducts from the discretized feature patterns and to se-
lect features forming the reduced pattern based on cho-
sen reduct.

3 Independent Component Analy-
sis for Feature Extraction and
Reduction

Independent component analysis (ICA) is an unsuper-
vised, computational and statistical method for discov-
ering intrinsic statistically independent variables from
data sets. The ICA model assumes that the observed
sensory signalsxi are given as the pattern vectors
x = [x1, x2, · · · , xn]T ∈ Rn. The sample of ob-
served patterns are given as a set ofN pattern vectors
T = {x1,x2, · · · ,xN}, which can be represented as a
n×N data set matrixX = [x1,x2, · · · ,xN ] ∈ Rn×N

which contains patterns as its columns. The ICA model
for the elementxi is given as the linear mixturesxi =∑m

j=1 hi,jsj , (i = 1, 2, · · · , n), of m independent
variablessj . Here, xi is an observed variable,sj is
the independent component (source signals) andhi,j

are the mixing coefficients. The independent variables
constitute the independent variable vector (source pat-
tern) s = [s1, s2, · · · , sm]T ∈ Rm. The ICA model
can be presented in the matrix formx = Hs, where
H ∈ Rn×m is n × m unknown mixing matrix where
row vectorhi = [hi,1, hi,2, · · · , hi,m] represents mix-
ing coefficients for observed signalxi. The purpose of
ICA is to estimate both the mixing matrixH and the
independent component vectorss based on sets of ob-
served vectorsx.

The ICA model for the set ofN patterns fromX can
be written asX = HS, whereS = [s1, s2, · · · , sN ] is
them × N matrix whose columns correspond to inde-
pendent component vectorssi = [si,1, si,2, · · · , si,m]T

discovered from the observation vectorxi. Once the
mixing matrixH has been estimated, we can compute
its inverseB = H−1, and then the independent compo-
nent for the observation vectorx can be computed by
s = Bx.

Usually, ICA is preceded by preprocessing which in-
cludes centering and whitening. The purpose of whiten-
ing is to transform the observed vectorx linearly so that
we obtain a new vectory (which is white) whose ele-
ments are uncorrelated and their variances equal unity

y = Wx, so E{yyT } = Il, (7)



wherey ∈ Rl is thel−dimensional (l ≤ n) whitened
vector, andW is l×n whitening matrix. Whitening also
allows dimensionality reduction by projecting ofx onto
the firstl eigenvectors of the covariance matrix ofx.

Whitening is usually realized using the eigen-
value decomposition (EVD) of the covariance matrix
E{xxT } ∈ Rn×n of observed vectorx

Rxx = E{xxT } = ExΛ
1
2
xΛ

1
2
xET

x (8)

Here,Ex ∈ Rn×n is the orthogonal matrix of eigenvec-
tors ofRxx = E{xxT } andΛ is the diagonal matrix
of its eigenvalues

Λx = diag(λ1, λ2, · · · , λn) (9)

with positive eigenvaluesλ1 ≥ λ2 · · · ≥ λn ≥ 0. The
whitening matrix can be computed as

W = Λ−1/2
x ET

x (10)

Recalling thatx = H s, we can find that

y = Λ−1/2
x ET

x H s = Hws (11)

We can see that whitening transforms the original mix-
ing matrixH into a new one,Hw

Hw = Λ−1/2
x ExH (12)

Whitening allows us to reduce the dimensionality of the
whitened vector by projecting the observed vector on
the firstl (l ≤ n) eigenvectors corresponding to the first
l eigenvaluesλ1, λ2, · · · , λl of the covariance matrix
Ex. Then, the resulting dimension of the matrixW
is l × n, and there is reduction of the size of observed
transformed vectory from n to l.

The output vector of the whitening process can be
considered as an input to the ICA algorithm. The
whitened observation vectory is an input to the unmix-
ing (separation) operation

s = By, (13)

whereB is an original unmixing matrix.
An approximation (reconstruction) of the original ob-

served vectorx can be computed as

x̃ = Bs, (14)

whereB = W−1
w .

For the set ofN patternsx forming as columns in the
matrixX, we can provide the following ICA model

X = B S, (15)

whereS = [s1, s2, · · · , sN ] is them×N matrix whose
columns correspond to independent component vectors

si = [si,1, si,2, · · · , si,m]T discovered from the obser-
vation vectorxi.

The estimation of the mixing matrix and indepen-
dent components has been realized using Karhunen and
Oja’s FastICA algorithm [5]. In this method, the fol-
lowing maximization criterion has been exploited

J(s̃) =
m∑

i=1

|E{s̃4
i } − 3[E{s̃2

i }]2| (16)

This equation corresponds to4th order cumulant kurto-
sis.

3.1 Feature Extraction using ICA

In feature extraction which is based on Independent
Component Analysis [5,11], one can consider an inde-
pendent componentsi as theith feature of the recog-
nized object represented by the observed pattern vector
x. The feature pattern can be formed fromm indepen-
dent components of the observed data pattern.

In order to form the ICA patterns, we propose the
following procedure:

1. Extraction ofnf element feature patternsxf from
the recognition objects. Composing the original
data setTf containingN cases{xT

f,i, ci}. The
feature patterns are represented as matrixXf and
corresponding categorical classes (represented as
columnc).

2. Heuristic reduction of feature patterns from the
matrix Xf into nfr element reduced feature pat-
ternsxfr (with resulting patternsXfr). This step
could be directly possible, for example, for fea-
tures computed as singular values of image matri-
ces.

3. Pattern formation through Independent Compo-
nent Analysis of reduced feature patternsxfr from
the data setXfr.

(a) Whitening of the data setXfr including re-
duced feature patterns of dimensionalitynfr

into nfrw element whitened patternsxrfw

(projected reduced feature patterns intonfrw

principal directions).

(b) Reduction of the whitened patternsxfrw into
the first nfrwr element reduced whitened
patternsxfrwr through projection of reduced
feature patterns into first principal directions
of data.

4. Computing the unmixing matrixW and comput-
ing reduced numbernicar of independent com-
ponents for each patternxfrwr obtained from
whitening using independent component analysis



(projection patternsxfrwr into independent com-
ponent space).

5. Formingnicar element reduced ICA patternsxicar

from corresponding independent components of
whitened patterns, with the resulting data set
Xicar. Forming a data setTicar containing pattern
matrixXicar and original class columnc

6. Providing rough sets based processing of the set
Ticar containing ICA patternsxicar. Discretizing
pattern elements and finding relative reducts from
setTicar. Choosing one relative reduct. Selecting
the elements of patternsxicar corresponding to the
chosen reduct and forming the final patternxfin.
Composing the final data setTfinal,d containing
discrete final patternsxfin,d and class column.
Composing the real-valued data setTfin from the
setTicar choosing elements of real-valued pattern
using the selected relative reduct.

3.2 ICA and Rough Sets

ICA does not guarantee that the selected first indepen-
dent components, as a feature vector, will be the most
relevant for classification. As opposed to PCA, ICA
does not provide an intrinsic order for the representa-
tion features of a recognized object (for example an im-
age). Thus, one cannot reduce an ICA pattern just by re-
moving its trailing elements (which is possible for PCA
patterns). Selecting features from independent com-
ponents is possible through application of rough sets
theory [5,10,11]. Specifically defined through rough
sets computation, a reduct can be used for selecting
some of the independent component-based attributes
constituting a reduct. These reduct-based, independent
component-based features will describe all concepts in
a data set. The rough set method is used for finding the
reducts from the discretized reduced ICA patterns. The
final pattern is formed from reduced ICA patterns based
on the selected reduct.

The results of the method of feature extrac-
tion/selection discussed in this paper depend on data set
type and designer decisions: a) selection of dimension
for the independent component space, b) discretization
method applied, and (c) the selection of a reduct, etc.

4 Mammogram Recognition using
ICA and Rough sets

We applied Independent Component Analysis and
rough sets for the mammogram recognition system. We
used the following methods for feature extraction and
pattern formation from gray scale mammogram subim-
ages. In order to provide a numerical experiment for

normal, benign and malignant cases, we created20×20,
40× 40 and60× 60 pixel subimages from the original
1024 × 1024 pixel images and stored them into each
class directory (i.e. Normal, Benign and Malignant).
Then, from the subimages, we constructed a row vector
by concatenating each row of an image. It means that
the row vector can be considered as a raw pattern for
a subimage. As a result, the final pattern set of those
raw patterns for each class category was constructed.
As an example using the60 × 60 pixel subimages, a
final pattern set can be represented with a330 × 3601
matrix or a300 × 3601 matrix for MIAS MiniMam-
mographic database and MiniDB, respectively. Then
we applied Independent Component Analysis (includ-
ing the whitening phase) to the patterns in order to
transform feature patterns into independent component
space and to reduce pattern dimensionality.

Additionally, the rough sets method was applied for
feature reduction and selection. The original feature
patterns with60 × 60 pixel subimages were projected
into a 20-element independent component space (in-
cluding a 40-element whitening phase). Then, we found
a reduct from the ICA patterns which had 15 elements
by using the rough sets method, and the final pattern
was formed. Finally, the rough sets rule-based classifier
provided82.22% of classification accuracy for the test
set.

5 Principal Component Analysis
for Feature Extraction and Re-
duction

We have applied Principal Component Analysis (PCA)
for the orthonormal projection (and reduction) ofN×n
data pattern matrixX. Let us assume that the eigen-
values of the covariance matrixRx of the data matrix
X are arranged in the decreasing orderλ1 ≥ λ2 ≥
· · ·λn ≥ 0 (with λ1 = λmax), with the corresponding
orthonormal eigenvectorse1, e2, · · · , en arranged cor-
respondingly in decreasing order. The optimal linear
transformation

y = Ŵx (17)

is provided using them × n optimal Karhunen-Lóeve
transformation matrixŴ

Ŵ =
[
e1, e2, · · · , em

]T
(18)

composed withm rows being the firstm orthonor-
mal eigenvectors of the original data covariance matrix
Rx. The optimal matrixŴ transforms the originaln-
dimensionalpatternsx into m-dimensional(m ≤ n)
feature patternsy

Y = (ŴXT )T = XŴT (19)



The projected, on the reduced-dimensionalprincipal
component space, patternsy can be considered as re-
sulting decorrelated patterns, which elements represent
principal components of the data matrixX.

5.1 Numerical Experiment

We used two different mammogram databases for the
numerical experiments: MIAS MiniMammographic
database[3] and MiniDB. The MiniDB is a mam-
mogram database built with 300 images from the
DDSM(Digital Database for Screening Mammogra-
phy)[4]. We have downloaded 300 original mammo-
gram images containing: 100 normal, 100 benign, and
100 malignant cases. Each of the 300 original images
has a file size exceeding 10M. Therefore, we have re-
sized them to a file size less than 1M with1024× 1024
pixels. In addition to resizing the images, we have
created an information file called “MiniDBInfo” which
contains all the information about the database such as
image name, class, cancer type, and cancer position and
radius. In summary, the MIAS MiniMammographic
database consists of 330 mammogram images: 207 nor-
mal cases, 69 benign cases and 54 malignant cases. The
MiniDB is comprised of 300 images: 100 normal cases,
100 benign cases and 100 malignant cases. Figure 1
shows three examples of60 × 60 pixel subimages of a
normal, a benign, and a malignant case.

(a) Normal (b) Benign (c) Malignant

Figure 1: Database

As feature extraction techniques, ICA and PCA were
applied in order to extract independent components and
principal components from each raw pattern set. In the
case of a subwindow with dimension60×60 pixels, the
final pattern sets can be represented with a330×21 ICA
pattern matrix and a330 × 21 PCA pattern matrix us-
ing the MIAS MiniMammographic database. Next, we
converted real data into discrete date because the rough
sets rule-based classifier which we used for classifica-
tion can handle only discrete data. The discrete pattern
set has been used to form our final data pattern with a
90% training set and10% testing set. Therefore, we had
297 training cases and 33 testing cases for the MIAS
MiniMammographic database, and we had 270 training

cases and 30 testing cases for the MiniDB. Next in order
to reduce the dimensionality of the patterns, we applied
rough sets for feature reduction/selection. As a result,
the size of the60 × 60 ICA patterns from the MIAS
database were reduced from330 × 21 to 330 × 16. In
our next step, we applied the rough sets rule-based clas-
sifier to the reduced patterns for recognition of the three
classes of images. Table 1, 2, 3 and 4 show the results of
classification using the rough sets rule-based classifier.

Table 1: Classification of ICA patterns in MIAS
database

Size Normal Benign Malignant Total
(pixels) (%) (%) (%) (%)
20× 20 100 57.14 40 65.71
40× 40 95.23 42.85 40 59.36
60× 60 95.23 71.42 80 82.22

Table 2: Classification of PCA patterns in MIAS
database

Size Normal Benign Malignant Total
(pixels) (%) (%) (%) (%)
20× 20 100 85.71 60 81.90
40× 40 100 85.71 80 88.57
60× 60 90.47 57.14 60 69.27

Table 3: Classification of ICA patterns in MiniDB
database

Size Normal Benign Malignant Total
(pixels) (%) (%) (%) (%)
20× 20 90 90 90 90
40× 40 100 100 100 100
60× 60 100 100 100 100

Table 4: Classification of PCA patterns in MiniDB
database

Size Normal Benign Malignant Total
(pixels) (%) (%) (%) (%)
20× 20 90 100 100 96.66
40× 40 100 90 80 90
60× 60 100 100 90 96.66

We also applied two neural network classifiers: the
error back propagation classifier and the Learning Vec-
tor Quantization classifier to the ICA extracted patterns.
As shown in Table 5, the error back propagation classi-
fier yields51.5% of accuracy for the testing set from the



MIAS data, and the Learning Vector Quantization clas-
sifier provides63.6% of accuracy for testing set from
the same data.

Table 5: Results of the other classifiers.

DB Class- Normal Benign Malign. Total
ifier (%) (%) (%) (%)

MIAS BP 71.42 28.57 0 51.51
MIAS LVQ 100 0 0 63.63

MiniDB BP 40 50 30 40
MiniDB LVQ 70 30 30 43.33

6 Conclusion

We studied several hybrid methods for feature extrac-
tion/reduction, feature selection, and classifier design
for breast cancer recognition in mammograms. The
methods included ICA, PCA, and rough sets. Three
classifiers were designed and tested: a rough sets rule-
based classifier, an error back propagation neural net-
work, and a Learning Vector Quantization neural net-
work. We provided comparative study for two differ-
ent data sets of mammograms. In both data sets, the
rough sets rule-based classifier performed with a signif-
icantly better level of accuracy than the other classifiers.
Therefore, the use of ICA or PCA as a feature extraction
technique in combination with rough sets for feature se-
lection and rule-based classification is an improved so-
lution for mammogram recognition in the detection of
breast cancer.
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