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Knowledge bases (K Bs) are still one of the most popular methods of knowl-
edge representation. Searching within a K B that consists of a large number of
rules is an important data-mining task. There are various methods of inducing
rules from data: association rules, decision trees algorithms or algorithms based
on the rough set theory (RST)[2]. Unfortunately, the number of rules generated
automatically from a large data set is too big, i.e. a data set! that contains only
195 of instances described by 24 attributes generates 4266 rules in the RSES
software. Decreasing the number of instances to 50% of the original data set
reduces the number of rules to 2136, while reducing the number of attributes to
50% produces a set with 1996 rules. This simply shows that quite a small data
set usually generates a large number of rules and it is not possible for human
(even if he/she is an expert in a given domain) to analyse such a rule set in a
short time effectively. In such case, rules should be further analysed and pre-
processed. There is a growing research interest in searching for methods that
manage large sets of rules. Most of them use the clustering approach as well
as joining and reducing rules[1, 3,5]. The authors introduce a different idea, in
which rules are divided into a number of groups based on a condition (simi-
lar premises and/or conclusion). The process is called partition of rules® and
is conducted by so-called partition strategies PS. At the beginning, the knowl-
edge base R that consists of n rules: r1,...,7;,...,7r, is a single set without
any order of rules. Each rule r; € R is stored as a Horn’s clause defined as:
7 :p1 ApP2 A ... ADm — ¢, where m is the number of literals (pairs of attribute
and its value) a = v{. Attribute @ € A may be a conclusion of rule r; as well
as a part of the premises. For every K B R with n rules the number of possible
subsets is 2. Any arbitrarily created subset of rules R € 2% is called partition
of rules and it can be generated by one of the many possible partition strategies.
It is defined as follows PR = {Ry1, Rs, ..., Ri}, where: k is the number of groups
of rules formed by the partition PR, and R; is j-th group of rules, R € 2% and
j =1,..., k. The most general division of partition strategies talks about two
types of strategies: simple® and complez?.

! Parkinson data set from ML Repository

2 The idea is new but it is based on the authors’ previous research, where the idea of
clustering rules as well as creating so-called decision units was introduced[3, 4].

3 Simple strategies allocate every rule 7; to the proper group R;, according to the
value of the function me(r;, R;), i.e. the strategy of creating decision partition.

4 Complex strategies usually do not generate the final partition in single step. It is
defined by a sequence of simple strategies or a combination of them, or by iteration
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In the authors’ opinion, partition of rules leads to the improvement of the
inference process efficiency [6]. The modification of the K B structure reduces
the time of inference. It is crucial to assume that the user wants to get an
answer from the system as soon as possible. Instead of searching within the full
structure of rules (in case of traditional inference processes), only representatives
(Profiles) of groups are compared with the set of facts F (and/or hypothesis
to be proven). The most relevant group of rules is selected and the exhaustive
searching is done only within a given group®.

The idea of rules partition is implemented in the kbExplorer system®, which
is not limited to the inference optimization. The practical goal of the project is to
create an expert system shell that allows for flexible switching between different
inference methods based on knowledge engineer preferences’.

Ack. This work is a part of the project ,,Exploration of rule knowledge bases” founded
by the Polish National Science Centre (NCN: 2011/03/D/ST6,/03027)
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of a single simple strategy. An example of a complex strategy is the strategy of
creating centroids based partition, which stems from the method of cluster analysis
used for rules clustering.
Experiments show that a K B that contains about 150 rules, the partition strategy
based on clustering the conditional part of the rules led to a significant reduction of
the percentage of the KB search during the inference process to about 4%. In case
of partition strategies based on conclusions of the rules, in the optimistic case, we
have to search only 2% of the whole KB (in the pessimistic case - 74%).
http://kbexplorer.ii.us.edu.pl/
The user has the possibility of creating K Bs using a special creator or by importing
a KB from a given data source. The format of the K Bs enables working with a rule
set generated automatically based on the RST theory as well as with rules given
apriori by the domain expert. The K B can have one of the following file formats:
XML, RSES, TXT. It is possible to define attributes of any type: nominal, discrete
or continuous. There are no limits for the number of rules, attributes, facts or the
length of the rule.
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