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1 Introduction

The importance of multi-agents systems, models of agents’ interaction is increas-
ing nowadays as distributed systems of computers started to play a significant
role in society. An interaction occurs when two or more agents, which have to
act in order to attain their objectives, are brought into a dynamic relationship.
This relationship is the consequence of the limited resources which are available
to them in a situation. If the number of resources is insufficient to attain agents’
goals it often comes into the conflicts. This can happen in almost all industrial
activities requiring distributed approach, such as network control, the design and
manufacture of industrial products or the distributed regulation of autonomous
robots. However, distributed systems is only one from many different areas where
a conflict can arise and where it is worth to apply computer aided conflict analy-
sis. Just to mention some human activities like business, government, political
or military operations, labour-management negotiations etc. etc.
In the paper, we explain the nature of conflict and we define the conflict sit-

uation model in a way to encapsulate the conflict components in a clear manner.
We propose some methods to solve the most fundamental problems related to
conflicts. The model introduced in this paper is an enhancement of the model
proposed by Pawlak in papers e.g. [23, 24].

2 Pawlak Model

The simple model introduced by Pawlak [21] forms the basis for the model
presented in this paper. Pawlak defines a conflict situation by an information
system; S = (U,A), where U - is a nonempty, finite set called the universe;
elements of U are called objects (here agents), A - is a nonempty, finite set of
attributes (issues).
Every attribute a ∈ A is a map, a : U → Va, where the set Va is the value

set of a; elements of Va are referred to as opinions, i.e. a(x) or ax is the opinion
of an agent x about an issue a. The domain of each attribute (for the conflict



analysis model) is restricted to three values only, i.e. Va = −1, 0, 1, which means
that an agent is against, neutral and favourable toward the issue, respectively.
Furthermore the binary relations of coalition, neutrality and conflict are de-

fined in a set of agents [24]. For example two agents ag and ag0 are in conflict
R−a (ag, ag0) on attribute a when their views on issue a are opposite — formally
iff function φa(ag, ag0) = −1.

φa(ag, ag
0) =

 1 when a(ag)a(ag0) = 1 or ag = ag0

0 when a(ag)a(ag0) = 0 and ag 6= ag0
−1 when a(ag)a(ag0) = −1

Example 1. Let us consider a conflict between an employer and employees
represented by two different trade unions TU1 and TU2. The example of conflict
is taken from the author’s observation, though it has been simplified to present
the defined notions rather then resolve a real conflict. Employers are interested
mainly in factory profit, good investment level and, maybe, worker’s satisfaction.
Job attributes considered for the workers from TU1 are compensation and work
conditions. The most important factors for the workers from TU2 are salary,
social care policy but also the level of employment (some reductions has been
proposed). We can think about these attributes quite generally, for example,
compensation can consist of the worker’s salary and all his income but it also
can include the repeated profit division like the social fund. Similarly worker’s
conditions include a modern and safe work place and in addition a nice team
and development possibilities. We analyse the conflict presented in this example
more deeply in the whole paper.
Let us choose the issues for the Pawlak model (agents are voting on):
a — increasing the employees’ incomes,
b — improving the work conditions,
c — increasing the social care, warranty of the current level of employment,
d — increasing the factory profit by reducing the costs of work (reductions in

employment),
e — increasing the level of investment to grow up the factory profit.
Then, the information table (Table 1), where ag3 is the employer, ag1 and

ag2 represents TU1 and TU2 respectively, can describe the conflict situation.

a b c d e

ag1 -1 0 -1 1 1

ag2 1 1 0 0 -1

ag3 0 1 1 -1 -1

Table 1. The conflict situation in Pawlak Model

Analysis of conflicts described by the Pawlak model is restricted to outermost
conclusions like finding the most conflicting attributes or the coalitions of agents
if more than two take part in the conflict [9]. Because in the Pawlak model



the reason for the conflict cannot be determined, there is no way to specify the
situation for avoiding the conflict. Moreover, we cannot be sure that the issues
the agents vote represent the issues each agent takes care of. In the real world,
views on the issues to vote are consequences of the decision taken, based on the
local issues, the current state and some background knowledge. Therefore, the
Pawlak model is enhanced here by adding to this model some local aspects of
conflicts.

3 New Model

The information about the local states Uag of an agent ag can be represented
in the form of an information table, creating the agent ag’s information system
Iag = (Uag, Aag), where a : Uag → Va for any a ∈ Aag and Va is the value set of
attribute a. We assume: Vag =

S
a∈Aag

Va

Any local state s ∈ Uag is explicitly described by its information vector
InfAag(s), where InfAag(s) = {(a, a(s)) : a ∈ Aag}. The set InfAag(s) : s ∈
Uag} is denoted by INFAag and it is called the information vector set of ag.
We assume that sets {Aag} are pairwise disjoint, i.e., Aag∩ Aag0 = ∅ for ag 6=
ag0. This condition emphasizes that any agent is describing the situation in its
own way. The manner of understanding the same world by each agent can be
completely different. Relationships among attributes of different agents will be
defined by constraints as shown in section 3.3.
Example 2 illustrates local states for the labour-management conflict.

3.1 Subjective evaluation of local states (similarity of states)

Every agent evaluates the local states. The subjective evaluation corresponds
to an order (or partial order) of the states in the agent information table. We
assume that the function eag called the target function, assigns an evaluation
score to each state; let for example eag : Uag → R[0, 1]. The states with score
1 are mostly preferred by the agent as target states, while the states with score
0 are not acceptable. Maximal elements (determined by a partial order) can be
interpreted as those, which are targets of the agent, i.e., the agent wants to reach
them e.g. in a negotiation process.
More precisely the agent ag’s set of goals (targets) denoted by Tag is defined

as the set of target states of ag, which means Tag = {s ∈ Uag : eag(s) > µag},
and µag is the acceptance level, chosen by the agent ag — it is subjective which
evaluation level is acceptable by the agent.
The state evaluation can also help us to find the state similarity (see e.g.

[26] for references on similarity in rough set investigations). For any ε > 0 and
s ∈ Uag, we define ε-neighbourhood of s by: τag,ε(s) = {s0 ∈ Uag : |eag(s) −
eag(s

0)| ≤ ε}
The family {τag,ε(s)}s∈Uag defines a tolerance relation τag,ε in Uag × Uag by

sτag,εs0 iff s0 ∈ τag,ε(s).



Example 2. Let us consider the situation described in Example 1. Ag consists of
three agents: ag1 — TU1, ag2 —TU2 and ag3 — the employer. Table 2 shows agent’s
ag1 states, i.e., views on local issues (attributes) a, b and the state subjective
evaluation. Consequently Table 3 shows agent’s ag2 states. Where attributes
denotes: a — compensation, b — work conditions, s — salary, t — social care, u —
the level of employment and for the employer: k — company profit, l — level of
investment, m — workers satisfaction.

local states a b eag1
s1 2 2 1

s2 2 1 2
3

s3 1 2 2
3

s4 1 1 0

s5 1 0 0

Table 2. Agent ag1 local states with subjective evaluation.

local states s t u eag2
s1 2 1 2 1

s2 2 2 1 1

s3 2 1 1 2
3

s4 1 2 1 1
3

s5 1 1 2 1
3

s6 1 1 1 0

s7 2 0 1 0

s8 0 1 2 0

Table 3. Agent ag2 local states with subjective evaluation.

For simplicity, let us assume that attributes’ domains for all agents are the
same, and values belong to the set V = {0, 1, 2}. One can interpret the values
from set V as small, medium and high levels, respectively. For example, the state
s1 of the agent ag1 expresses a high level of compensation and high level of work
conditions.
In the considered situation, the minimal acceptable level of evaluation by the

agents will be, e.g., a score greater than 1
3 . Accordingly sets of goals of agents

ag1 and ag2 are as follows: Tag1 = {s1, s2, s3} and Tag2 = {s1, s2, s3}
The set of goals can also be presented in the propositional form. The infor-

mation table with scores is going to be converted to the decision table in which
the decision 1 means that the state belongs to the set of goals, while 0 that it
does not. Then the rules for decision 1 are found (for the method of rule gener-
ation see e.g. [18, 34]). The decision table of an agent ag3 with the threshold

1
3



is constructed and presented in Table 4.

local states k l m eag3 decision d

s1 2 2 2 1 1

s2 1 2 2 2/3 1

s3 1 1 2 1/3 0

s4 1 1 1 1/3 0

s5 2 0 1 0 0

Table 4. Decision table of agent ag3 local states.

Rule for d = 1 : l2 ∨ (k2 ∧m2)→ d1
Rule for d = 0 : l0 ∨ l1 ∨m1 → d0
The decision class for d=1 describes the agent ag3 local set of goals: tag3 =

l2 ∨ (k2 ∨ m2). The decision rules generated here are based on minimal rela-
tive reducts to classify invisible objects (states) well. This rough set method is
especially useful in conflict analysis, when we cannot expect precise and com-
plete information. Similarly the local set of goals of agents ag1 and ag2 can be
described respectively by: tag1 = a2∨b2 and tag2 = (s2∧ t1)∨ (s2∧ t2)∨ (s2∧u2)

Distance function A tolerance relation τ describes similarity of states accord-
ing to the subjective evaluation. However, it is necessary to describe the state
similarity according to differences between values of attributes.
Similarity of states from Uag can be often defined as follows. We assume that

for any a ∈ Aag there is a distance function: da : Uag × Uag → R+
Next we define the distance function d : Uag × Uag → R+ by d(s, s0) =

F (da1(s, s0), ..., dam(s, s0)) where Aag = {a1, ..., am} and F : Rm+ → R+ is a

function like e.g. F (r1, ..., rm) =
p
r21 + ...+ r

2
m

The function F depends on the problem and should be chosen reflecting the
problem specificity.

3.2 Situations

Let us consider a setAg consisting of n agents ag1,...,agn. A situation of Ag is any

element of the Cartesian product S(Ag) =
nQ
i=1

INF ∗(agi), where INF ∗(agi) is

the set of all possible information vectors of the agent agi, defined by INF
∗(ag) =

{f : Aag →
S

a∈Aag
Va(ag) : f(a) ∈ Va(ag)} The situation s̄(Ag) ∈ S(Ag) corre-

sponding to the global state s̄ = (s1, ..., sn) ∈ Uag1 × ... × Uagn is defined by
(InfAag1 (s1), ..., InfAagn (sn)).

3.3 Constraints

Constraints are described by some dependencies among local states of agents.
Without any dependencies, any agent could take the state freely. If there is no



influence of a given agent on states of other agents — there is no conflict at all.
Dependencies among local states of agents come from the bound on the number
of resources (any kind of a resource may be considered, e.g. water on Golan Hills
see [23] or an international position [19], everything that is essential for agents).
Constraining relations are introduced to express which local states of agents can
coexist in the (global) situation. More precisely, constraints are used to define a
subset S(Ag) of global situations.
Constraints restrict the set of possible situations to admissible situations

satisfying constraints. We will consider only admissible situations (shortly, situ-
ations) in the rest of the paper.

Example 4. The following dependencies restrict the set of situations and are
constraints in our example. Attribute names here stand for the variables corre-
sponding to attribute values. Constants here have been taken experimentally to
express relationships and to allow comparison of any two variables.

1. a > 0 (compensation must be middle at least)
2. u > 0 (the level of employment must be at least middle too)
3. l +m ≥ u (the level of employment depends on the investment level and
workers satisfaction)

4. 2 + a ≥ s+ t (compensation includes the salary and the social care)
5. 2 +m = a+ b (workers’ satisfaction comes from a good compensation and
work conditions)

6. 3 · k ≥ a+ l+ s+ t (division of profit — a very simple case, i.e., the company
uses its current profit for all expenses)

Constraints above can be converted to propositional formulas (fϕ1, fϕ2 . . . fϕ6)
accordingly. For example the equation a > 0 yields the formula fϕ1=a1∨a2. The
conjunction of formulas fϕ = fϕ1 ∧ fϕ2 ∧ fϕ3 ∧ fϕ4 ∧ fϕ5 ∧ fϕ6 defines all admis-
sible situations in our example. As already mentioned, constraints describe the
situations that are admissible i.e. all local states can coexist in the admissible
situation. For example, the situation a = 2, b = 2, s = 2, t = 2, u = 2, k = 2, l =
2,m = 2 is not admissible because of constraint 6.

3.4 Situations evaluation

Like local states the global situations are evaluated too. The score assigned to
each situation is taken into account when looking for consensus. It can reflect
the agents preferences (subjective states evaluation) and consensus consist on
looking for the situation preferred by the majority of agents.
The agents tend to attain the best states without taking care about the global

good. However, the negotiators experience shows that the real, stable consensus
can only be found when the global good is considered. Thus the other, important
way of scoring the situation is the expert judgement. One can think of the United
Nation Organisation as an example of an expert in the military conflicts.



Objective evaluation of situations We assume there is a function q : S(Ag)→
R[0, 1], called the quality function, which assigns a score to each situation. The
set of situations satisfying a given level of quality t is defined by: ScoreAg(t) =
S ∈ S(Ag) : q(S) ≥ t

Example 5. Table 5 presents some situations scored by an expert in our conflict.

situations b s t u k l m q(S) decision

S1 1 2 1 2 1 2 2 2 1 1

S2 1 2 2 2 2 2 2 1 1 1

S3 1 1 2 1 1 1 1 1 2
3

1

S4 1 2 1 2 1 1 2 2 2
3 1

S5 1 2 1 2 1 2 1 2 1
3 0

S6 1 2 2 2 2 1 2 1 0 0

S7 1 2 1 1 1 2 2 0 1
3 0

. . . . . . . . . . . . . . . . . . . . . . . .

S19 (current) 1 2 2 2 1 2 0 1 0 0

S20 1 2 1 2 1 1 2 1 0 0

S21 1 2 1 1 2 2 1 1 1
3

0

S22 2 0 1 1 1 2 2 1 0 0

Table 5. Objective situations evaluation (decision table).

The assumed quality level is (decision1) t = 2
3 . Thus the set ScoreAg(

2
3) is

described by the following formula (we have generated the decision class based
on minimal relative reducts).

a1k2l2m2∨a1s2k2l2m1∨b2s2k2l2m1∨a1u2k2l2m1∨b2u2k2l2m1∨a1t1k2l2m1∨
b2t1k2l2m1 ∨ k1l1m1 ∨ k1l2m2 ∨ t1u2k2l2m1 ∨ s1u2k2l2m1∨ ⇔ d1

Agents preferences The second way of situation scoring is to transfer the
subjective evaluation of local states into the situations. The global preference
function of situation S corresponding to the global state s̄ = (s1, ..., sn) can be
defined by:

p(s̄) = (s1, s2, ..., sn)) = F (eag1(s1), eag2(s2), ..., eagn(sn)) where F is a suit-

able function e.g.: F (r1, ..., rm) =
mP
i=1
ri [17].

Consequently the set of all preferred situations can be defined by: SprefAg(h) =
{S : p(S) ≥ h},where h is a chosen preference level.
The function proposed here is very simple, however the global evaluation can

be described in any suitable form (also non-linear) like in the form of decision
rules.



4 System with constraints

The multi-agent system, with local states for each agent defined and the global
situations satisfying constraints, will be called the system with constraints. We
denote our system with constraints by MAg.

5 Conflict definition

In previous section the system with constraints has been specified. In such sys-
tems, conflict can be defined on several different levels. Below we define some of
them.

5.1 Local conflict

The agent ag is in the ²-local conflict in a state s iff s does not belong to the
²-neighbourhood of s0, for any s0 from the set of ag-targets where ² is a given
threshold. Local conflict for an agent ag arises from the low level of subjective
evaluation of the current state by ag. It can be expressed differently that state s
does not belong to the ε-environs of the set of goals Tag i.e.: s /∈

S
s0∈Tag τag,²(s

0),
where τag,²(s

0) = {s00 : s00τag,²s0}.

5.2 Global conflict (based on an expert evaluation)

A situation S is called t-objectively conflicting for Ag where t is a given thresh-
old iff S does not belong to the set ScoreAg(t). When the current situation is
conflicting for Ag then agents from Ag are in the objective global conflict. The
difference between the situation score and the given threshold can be treated as
a global conflict degree, i.e.,

CgtAg(S) =

½
t− q(S) when t > q(S)

0 otherwise
,

where t is the given threshold and q is the quality function.

Example 8. In the discussed example of labour-management conflict, let us
take t = 2

3 . There is a global conflict in the current situation S19 with a tension

Cg
2
3

Ag(S19) = 2/3− 0 = 2/3.

5.3 Global conflict (based on agents preferences)

Consequently, a situation S is called t-conflicting for Ag where t is a given
threshold iff S does not belong to the set SprefAg(t). When the current situation
is conflicting for Ag then agents from Ag are in the global conflict. The difference
between the situation score and the given threshold can be treated as this kind
of conflict degree, i.e.,

CptAg(S) =

½
t− p(S) when t > p(S)

0, otherwise
,

where t is the given threshold and p is the global preference function.



6 Analysis

The introduced above conflict model gives us possibility, first to understand and,
then, to analyse different kinds of conflicts. Particularly, the most fundamental
problem can be widely investigated, that is, the possibility to achieve the consen-
sus. As in everyday life, the consensus can be found on several levels and under
some conditions. Can be based on the situations objective and/or subjective
evaluation, can also include local agents preferences. Only the consensus prob-
lem on local preferences is studied in this paper other can be found in [8]. We
propose Boolean reasoning [5] and Rough Set methodology [22] for all analysis.
The main idea of Boolean reasoning is to encode the optimisation problem, by
corresponding Boolean function fπ in such a way that any prime implicant of fπ
states a solution of π. The elementary Boolean formula is usually obtained here
by transforming the information table into the decision table, generating rules
(minimal with respect of number of attributes on left side) and determining the
description of decision class [34]. From the elementary formulas the final formula
describing the problem is shaped.
Unfortunately calculating prime implicants of such formulas is usually a hard-

computational problem [18]. Therefore depending on the formula, some simple
strategies or eventually quite complex heuristics must be used to resolve the
problem in real time.

6.1 Consensus problem on local and global level

In this section a conflict analysis is proposed where local information tables and
the set of local goals are taken into consideration.
INPUT
The system with constraints MAg defined in Section 3.
t - an acceptable threshold of the objective global conflict for Ag.
OUTPUT
All situations with the objective evaluation reduced to degree at most t, and

without local conflict for any agent. (it is required that any new situation is
constructed in a way that all local states in this situation are favourable for the
agents).
ALGORITHM
The algorithm is based on verification of global situations from ScoreAg(t)

with the local set of goals of agents and constraints. The problem is described
by the formula f : f =

V
ag∈Ag

tag ∧ fC ∧ fϕ , where tag describes the set of

goals of the agent ag, and fC describes ScoreAg(t) and fϕ the constraints. The
formula fC ∧fϕ representing all admissible situations without the global conflict
regarding the threshold t.

Example 7. The way of constructing the formulas tag, fϕ, fC has been pre-
sented in Example 3, Example 4, Example 5 respectively. Including the formulas



describing the local set of goals the formula f has the following form:
f = (a2 ∧ b2) ∨ (s2t1 ∧ s2t2 ∧ s2u2) ∨ (l2 ∧ k2m2) ∨ fC ∨ fϕ
After reduction we have four prime implicants and four solutions — non-

conflicting situations:
f = a1b2s2t1u1k2l2m1∧a1b2s2t1u2k2l2m1∧a1b2s2t1u1k2l2m2∧a1b2s2t1u2k2l2m2

7 Calculation strategies

The reduction (calculating prime implicants) of formulas described in the pre-
vious section can be exhausted or time consuming. In the consensus problems
we have to verify the local goals f1, ..., fn against the formula of core situations
(belonging to ScoreAg(t)) and constraints fϕ. This usually yields long formulas
looked like this: f = f1 ∨ f2 ∨ ...fn ∨ fC ∨ fϕ.
Simple strategies can be based on the Boolean algebra rules. First, the ab-

sorption rule has to be considered when choosing the formulas to calculate the
formulas conjunction - a shorter formula can strongly reduce the longer formula
being an extension of the shorter one. Thus the order of formulas conjunction is
important and appropriate strategy can be built [8].
Another important notice, which can be useful in calculation strategy is

that the result (if exists) is a disjunction of fϕ components. On the other hand
formulas f1 . . . fn consist of components based on different Boolean variables
(set of attributes {Aag} are pairewise disjoint). Thus any prime implicant must
contain a component from each agent formula f1 . . . fn. In the following strategy
we are verifying all remaining formulas (component after component) against
agents formulas. The considered component can be removed if it does not contain
any component of formula describing a given agent set of targets. More precisely
the strategy of preliminary reduction can be described by the following algorithm.
Let f [][] denotes the two dimensional array for storing formulas — for each

formula the components are stored. Let first nAg formulas of array f [][] describe
agents sets of targets.
for i = nAg to formulas no do

for j = 1 to components no of f [i] do
bRemove =false;
for z = 1 to nAg do

for k = 1 to components no of f [z] do // for one agent
if f [i][j] ∧ f [z][k] = f [z][k] then

break; // do not remove this component
if f [i][j] ∧ f [z][k] = ∅ then

bRemove = true;
endfor;
if k ≤ components no of f [z] then

break;
endfor;
if bRemove then

remove component f [i][j];



endif;
endfor;

endfor;
// conjunction of remaining formulas
for i = 1 to formulas no - 1 do

f [formulas no]=f [i]f [formulas no];
endfor;
printf[formulas no]; // result-reduced formula
The preliminary reduction strategy allows in a time depended on components

number (pessimistic calculation time O(n2)) to check and possibly remove these
components, which are normally reduced during conjunction. However in the
algorithm without preliminary reduction the number of components can at the
start exponentially grow during conjunction. Unfortunately not all components
which have to be reduced are removed within the proposed algorithm.

Example 8 The formula describing problem consensus on local and global level
is as follows:
f = (a2 ∧ b2)∨ (s2t1 ∧ s2t2 ∧ s2u2)∨ (l2 ∧ k2m2)∨ (a1k2l2m2 ∧ a1s2k2l2m1 ∧

b2s2k2l2m1 ∧ a1u2k2l2m1 ∧ b2u2k2l2m1 ∧ a1t1k2l2m1 ∧ b2t1k2l2m1 ∧ k1l1m1 ∧
k1l2m2 ∧ t1u2k2l2m1 ∧ s1u2k2l2m1) ∨ fϕ
How the algorithm is functioning will be shown on the core formula as an

example. Because the first component a1k2l2m2 consists of component l2 of agent
ag3 it cannont be removed. Similarly with next components. The only component
which can be reduced is k1l1m1 because k1l1m1 ∨ (l2 ∧ k2m2) = ∅.

8 Conclusions

We have presented and discussed the extension of the Pawlak conflict model.
The understanding of the underlying local states as well as constraints in the
given situation is the basis for any analysis of our world. The local goals and the
evaluation of the global situation are observed as factors defining the strength
of the conflict and can suggest the way to reach the consensus.
The fundamental consensus problem has been analysed in the paper. Then,

Boolean reasoning and rough set theory has been successfully applied for solving
presented problem.
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on Rough Sets. In SÃlowiński R. [ed.] Intelligent Decision Support. Handbook of
Applications and Advances of the Rough Sets Theory. Kluwer, 3-18.

14. Hipel, K.W. and Meiser, D.B.(1993). Conflict analysis methodology for modeling
coalition formation in multilateral negotiations. Information and Decision Tech-
nologies.

15. Howard, N. and Shepanik, I. (1976). Boolean algorithms used in metagame analy-
sis. Univeristy of Ottawa. Canada.

16. Kersten, G.E. and Szpakowicz, S. (1994). Negotiation in Distributed Artificial
Intelligence: Drawing from Human Experiences, Proceedings of the 27th Hawaii
International Conference on System Sciences. Volume IV, J.F. Nunamaker and
R.H. Sprague, Jr. (eds.), Los Alamitos, CA: IEEE Computer Society Press (pp.
258-270).

17. Papadimitriou Ch.; Kleinberg, J.; Raghavan P., 1998, A microeconomic View of
Data Mining, Journal of Data Mining and Knowledge Discovery, vol. 2, issue 4,
pp. 311-324.

18. Komorowski, J., Pawlak, Z., Polkowski, L., Skowron, A., (1999). Rough sets: A
tutorial. in: S.K. Pal and A. Skowron (eds.), Rough fuzzy hybridization: A new
trend in decision making, Springer-Verlag, Singapore, pp. 3-98.
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